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Facial palsy (FP) is a disease that affects the facial nerves, leading to deviation of the face towards the opposite direction 
of the injury, with an inability to control facial movements. Diagnosis is typically based on the clinician's judgment, 

considering the patient's age, gender, and treatment type. However, this method is prone to errors due to doctors' exposure 

to fatigue and other problems. Therefore, the use of computer vision (CV) systems to automatically detect FP has become 
crucial. Deep learning is a promising candidate for accurate and cost-effective FP detection. In this context, this work 

proposes a real-time system that uses a deep learning (DL) algorithm to detect FP, age, and gender. The proposed system 

could be used by patients at home or as a diagnostic tool for doctors. The proposed system achieves an accuracy of 98% 
by using datasets containing 19,239 normal images, 834 left palsy images, and 801 right palsy images. 
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1. Introduction 

       Facial palsy (FP) is a neurological disease that affects the face, in which the patient loses the ability to control voluntary muscle movement 

and affects one side of the face [1]. It affects one out of every sixty people, and FP is accompanied by some symptoms, including dry eyes, 

hearing problems, lack of taste se 

nation, sagging eyelids, and pain in the ears and around the face [2]. FP affects 11 to 40 people in every 100,000 population, with an annual 

incidence rate of 37.7 in the United Kingdom, and FP is more common among the age groups of 30-45 years [3]. About 10% of people who 

have been injured from this disease have a previous family history of it, and people with diabetes and pregnant women are more susceptible to 

FP [4]. For every 100,000 people, approximately 6.1 of them are children between the ages of one and fifteen years, and females are more 

likely to be affected than males [2]. Females are much more frequently affected by facial paralysis than males, and the percentage of infection 

on the right side of the face is lower than on the left side [5]. This disease is considered very distressing for patients because it causes them to 

lose control over facial movements and results in a distorted facial shape. Medical diagnosis still relies on traditional methods that require visual 

detection by a doctor, which can be time-consuming and require more effort from the patient. Therefore, it is necessary to use deep learning 

(DL) techniques to develop a rapid and highly accurate diagnostic system for detecting FP. 

       In the past decade, significant advancements in computer vision and machine learning (ML) techniques have facilitated the emergence of 

various automated methods for identifying FP. For example, a study by [6] used the extracted facial features obtained from a dataset of palsy 

and healthy people with different facial expressions to train a system based on a fully convolutional deep neural network to detect 68 facial 

landmarks and detect the FP; however, real-time implementation and long execution time were the main limitations [7]. Another study by [8] 
employed a Facial Action Coding System (FACS) and utilized an Active Appearance Models (AAM) approach to conduct a detailed analysis 

of facial regions. The study investigated a dataset of 28 healthy individuals and 299 individuals with FP. The analysis examined the rules 

governing facial functions in terms of action units (AUs). However, it is important to note that the training process for this study incorporated 

data from healthy individuals exhibiting facial expressions similar to those observed in FP patients. Furthermore, the examination and analysis 

of each image required an average processing time of 108 milliseconds. Another study by [9] employed a quantitative estimation method to 

assess the severity of FP by calculating the dissimilarity between two facial images. The proposed method involved identifying salient points 

through K-MEANS clustering, followed by identifying key edge points using a Susan edge algorithm and face region detection for capturing 

facial features. In [10], A 3D imaging methodology was employed as an alternative to the conventional 2D approach to track facial features 

and perform numerical calculations of facial symmetry based on the movement of these features. Additionally, dynamic expressions were 

quantitatively analyzed. It is noteworthy that the training of the detection model utilized data from individuals without FP. Nevertheless, the 
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presented method exhibited limitations in accurately diagnosing FP in certain patients. Azoulay et al. [11] employed a user-friendly mobile 

application for the diagnosis of FP and the identification of vital signs. Data acquisition was conducted using a mobile device, capturing 

information for a duration of 5 to 10 minutes from a cohort consisting of 31 healthy subjects and 14 subjects diagnosed with FP. The system 

demonstrated an impressive accuracy rate of 95.5%. A study by Jocelyn et al.[12] introduced a classification system designed for the detection 

of FP utilizing a dataset consisting of 325 facial images. The proposed system achieved a sensitivity rate of 93.6%. The study employed an iris 

segmentation method to extract key features, and the distances between these features were calculated using Dogman's integral differential 

algorithm. Another study by Marina et al. [13] proposed an evaluation methodology based on facial thirds for assessing facial asymmetry. The 

approach involved utilizing stereophotogrammetric devices to analyze differences and asymmetry in the face. The study incorporated a sample 

size of 30 patients diagnosed with unilateral FP alongside 40 healthy individuals. Another study by Storey et al. [14] presented a hybrid 

approach in their study, aiming to automatically generate a three-dimensional face model from a two-dimensional image for the purpose of 

detecting facial features using a computer vision system. The methodology incorporated engineering features, three-dimensional reconstruction, 

and two-dimensional face alignment techniques. The study achieved a notable level of accuracy in assembling facial features. However, it 

should be noted that errors arose during the assembly of mouth features when encountering asynchronous movements within a group, 

consequently affecting the overall accuracy of the system. Storey et al. [15] proposed a 3D CNN, named 3D palsyNet, for the classification of 

FP and oral movement. The methodology utilized two datasets and achieved an F1 score of 82% for mouth motion and 88% for FP. Another 

approach incorporated a ResNet backbone and employed a dataset containing various facial movements. The classification accuracy obtained 

ranged from 82% to 86%, with a training time ranging from 2 hours and 10 minutes to 4 hours and 25 minutes. Information extraction involved 

exploring facial features to evaluate FP, whereby the study relied on automatic prediction based on the severity of FP. The training data 

encompassed a mixture of paralyzed and normal faces, and a binary sequential process was employed for training the deep neural network 

model used in FP evaluation. The average accuracy for a study proposed by Wang et al.  [16] was between 82% and 95.60%, with a classification 

of error between 8.72% and 18.88%. Barbosa et al. [17] conducted another study employing a set of regression trees for iris detection and 

regularized logistic regression (LR) to extract key features for FP analysis. The study utilized a dataset consisting of 440 FP images. Notably, 

the study achieved a satisfactory level of accuracy while maintaining a reduced processing time. Jiang et al. [18] used a computational image 

analysis technique for the detection of facial paralysis, utilizing three distinct machine learning methods: Support Vector Machines (SVM), k-

Nearest Neighbors (K-NN), and Neural Networks (NN). The study utilized a dataset consisting of 8,000 facial images obtained from 80 

participants. The accuracy rates achieved ranged from 87.22% to 95.69% in classifying the degree of injury. Dell'Olio et al. [19] used a FaraPy 

system and video data of six healthy subjects with different facial expressions to detect FP in real time and obtained acceptable accuracy and 

minimal losses. A study by Nguyen et al. [20] a study proposed a computer vision technique for the detection of facial expressions. The 

approach involved the application of deep learning techniques to analyze 3D point cloud data. The study achieved a detection accuracy ranging 

between 69.01% and 85.85%. Another study by Dominguez et al. [21] FP was detected using landmarks and a binary classifier for a dataset of 

480 images. The classification accuracy was 94.06% when utilizing the freely available Massachusetts Eye and Ear Infirmary (MEEI) database, 

which contains a comprehensive range of facial photographs and videos covering both flaccid and nonflaccid FP. Additionally, a classification 

accuracy of 97.22% was achieved using the Toronto NeuroFace (TNF) database, which was specifically gathered for clinical evaluations. 

Recently, Estomba et al. [22] proposed a K-nearest neighbor algorithm to predict facial nerve paralysis by using a data set of 356 patients with 

a performance accuracy greater than 0.9. A recent study by Amsalam et al. [23] proposed a method for FP detection by computer vision system 

using deep learning by CNN and Python program. It used 570 images, including 200 images of FP palsy, 10 individuals (3 males and 7 females) 

with facial palsy participated. Their ages varied between 15 and 70 years with varying levels of FP and injury on different sides, with achieved 

short processing and detecting time and 98 % of accuracy. Still, it is considered not easy as it is not in real-time. Nevertheless, previous methods 

encountered some limitations, such as the lack of quantitative results or insufficient performance. Furthermore, many of these approaches relied 

on training models exclusively using data from healthy individuals and traditional facial feature detection techniques. This study proposes a 

real-time system to address these limitations by utilizing CNN and Python software-based deep learning algorithms. The proposed system aims 

to detect FP. Additionally, the proposed system aims to estimate the age and gender of patients accurately. The remainder of this paper is 

organized as follows: materials and methods are presented in section 2, followed by the evaluation metrics in section 3. The experimental results 

and discussion of the proposed system are presented in section 4. Finally, section 5 concludes the paper. 

 

Nomenclature & Symbols 

 AAM Active Appearance Models 
 AUs Action Units 

BP Bell's paralysis 

 CV computer vision 
CNN Convolutional Neural Network 

DL Deep Learning 

FACS Facial Action Coding System 

FP Facial Palsy 

KNN K-Nearest Neighbors 

KMC K-MEANS clustering 

LR Logistic Regression 
ML Machine Learning 

NN Neural Networks 

 SVM Support Vector Machine 
MEEI Massachusetts Eye and Ear Infirmary database 

TNF Toronto Neuro Face database 
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2. Materials and Methods 

2.1. Research Ethics and data collection 

       This study followed the research ethics and guidelines of the Declaration of Helsinki on Research Ethics (Finland 1964), and an ethical 

protocol number was granted from a specialized committee at the Dhi Qar Health Department, Iraqi Ministry of Health (Protocol No. 362/2022). 

Consent was taken from the participants before sampling, and they were informed about the research procedures, the purpose of collecting 

samples, and the confidentiality of the collected information. Samples were collected from the Physiotherapy Center at Al-Rifai General 

Hospital. The participants were 20 people with FP, and the average age ranged from 10 to 70 years, with different sides and stages of facial 

palsy (ranging between medium and severe). 

The remaining data were collected from [24,25] for facial palsy and normal people. The collected data were 2115 normal images, 834 left 

palsy images and 801 right palsy images. With regard to age and gender, a dataset consisting of 23,000 images depicting individuals of different 

age groups was used to train an algorithm capable of detecting age and gender. The dataset used in this investigation was obtained from [26] 

UTKFace dataset. 

2.2. Experimental Setup 

       The experimental setup of detecting facial images and diagnosing FP is illustrated in Figure 1. The patient sits in front of the computer 

camera, and the device can directly diagnose the patient's condition, whether the patient has FP or not, and also detect the patient's age and 

gender in real-time. This process was done after training the system with three data, including normal data, right FP data, and left FP data. Each 

of these data was divided into training data (80%) and testing data (20%).  

Python program (Version 3.9) was used and executed on Anaconda Navigator version 2.3.2, with some libraries (TensorFlow, Keras, NumPy, 

OpenCV and dlib) installed on a laptop.  

 

Fig. 1. The experimental setup of the proposed system. 

 

The patient was photographed in several positions, such as opening the mouth, raising the eyebrows, and opening the eyes to obtain different 

images of the same patient after placing the camera at a distance of 0.5 to 1 meter. At the same time, adhering to some considerations, such as 

lighting the place of imaging and directing the patient in sight with the camera to achieve a clear image, making it easier for the proposed system 

to detect FP and its side easily. 

2.3. System Design 

       The block diagram of the proposed system for detecting FP is shown in Figure 2.  

 

Fig. 2. The block diagram of system design. 
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The data was collected and stored in a special file inside the computer. There are three successive stages in the classification process of facial 

expressions, starting with face detection, then extracting facial features, and ending with a classification of facial expressions [23]. Features 

were extracted after detecting the face, as it detects the main points of the face, such as the mouth, eyes, and eyebrows after pre-processing the 

image [24]. The proposed system extracted 68 facial features that were identified using the Haar Cascades technology, which is one of the 

important technologies behind face detection technology. The facial features were determined, and a rectangle took the shape of the region and 

considering half of it is white and the other half is black due to the difference in the contrast of the facial regions. The white and dark regions 

were collected, and the result was subtracted one from the other, and the resulting value was whenever it was close to one or 255. This process 

was applied to the image after converting it to an integral image to reduce time complexity. The window size was then changed several times 

depending on the size of the feature. When the face is detected, all Haar features indicate the presence of a person. After collecting the features 

in each stage, the diagnostic algorithm for detecting facial features is then programmed and trained on this data using a set of packages for 

detecting facial features in the Python program. It was classified as True or Fuls, it exists, or it does not exist, and it searches for similar features 

in the images and matches them to reach the correct detection. It detects key features such as the nose, mouth, eyebrows, eyes and edges of the 

face. 

 

2.4. Convolutional Neural Network (CNN) 

       CNN is a convolutional neural network that specializes in image and pattern recognition tasks. It is a hard-task network and is considered 

one of the forms of artificial intelligence [21]. It is one of the most representative neural networks in the field of deep learning, and it has the 

ability to recognize things and facilitate the identification of these things for people through computer vision [22]. It is a network that can 

extract data features using convolutional structures and differs from traditional methods in feature extraction [20,27]. 
       Special features and all issues related to data pre-processing and extraction of features from the face were obtained. The selection of these 

features with their classification was overcome by using CNN, which is an advanced stage of artificial intelligence and machine learning in 

detecting facial features and identifying points of difference. Figure 3. shows the general architecture of the CNN. 

 

Fig. 3. The general architecture of the CNN [28]. 

 

       After the image was input into the CNN, the convolutional layer was combined with an activation function (Relu) along with its variables, 

subsampling layers such as max-pooling, another convolutional layer, a dense layer, and ending with the soft-max layer. The practical algorithm 

works by inputting both the test and training data, and the process involves training the model using the training data, which the CNN processes 

to extract facial features. After evaluation, the training model is produced for the maximum epoch. The trained data is then compared with the 

test data to achieve an actual and accurate prediction of facial expressions. 

       The techniques for detecting facial features depend on identifying differences in both sides of the face, including different expressions, 

distances, and key points on the face. This is because the patient cannot control the affected side of the face due to the inability to control the 

muscles on that side. As a result, the patient cannot raise an eyebrow, close the eye, or move the mouth on the side of the injury. This deviation 

from the healthy side is caused by the loss of control of the muscles on the affected side, as shown in Figure 4. 

 

Fig. 4. An example for a patient with right palsy. 
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       FP, age, and gender can be simultaneously predicted using a CNN on the UTKFace dataset. The dataset contains more than 20,000 facial 

images with annotated information on age and gender. To achieve this, the data can be preprocessed by resizing the images and normalizing 

pixel values, defining a CNN architecture consisting of several convolutional layers, pooling layers, and fully connected layers, training the 

CNN on the dataset using an optimization algorithm, and evaluating its performance on the test set using metrics such as accuracy, precision, 

recall, F1 score, or mean absolute error. Using a softmax output layer for FP data and a linear or sigmoid output layer for age and gender, the 

three traits can be predicted on new facial images.             

2.5. Evaluation Metrics 

       Depending on the combination of expected and an actual class of FP diagnosis, results can be divided into four cases: true positive (TP), 

true negative (TN), false positive (FP), and false negative (FN). According to the confusion matrix, five variables are used to evaluate the 

proposed system's diagnostic ability: accuracy, sensitivity (Recall), Specificity, Precision, and F1 Score. These variables can be defined as 

follows: [6,29-31] 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)                                                                                                                                            (1) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)                                                                                                                                                                            (2) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁/(𝑇𝑁 + 𝐹𝑃)                                                                                                                                                                           (3) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)                                                                                                                                                                              (4)                                                                                                                                                                                                                                                  

𝐸𝑟𝑟𝑜𝑟 𝑟𝑎𝑡𝑒 = (𝐹𝑃 + 𝐹𝑁)/(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁)                                                                                                                                          (5) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 ×  (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙) / (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙)                                                                                                              (6) 

3. Experimental Results 

       To evaluate the proposed system and verify its results, a comparison was made with the diagnosis of ten other patients who were examined 

and diagnosed by a specialist doctor. The program was trained using 80% of the data and the remaining 20% for testing. The proposed system 

achieved an accuracy of 98%. For actual patient data, the system had a detection accuracy of 99% for all cases. The diagnostic time was a few 

seconds, while training required a longer time of up to 6 hours, depending on the computer processor's power. Figure 5 shows the typical result 

of the proposed system, as it classified the images according to the diagnosis of right palsy, left palsy, and normal. Upon examining the three 

images, it becomes evident that the proposed system's diagnosis was accurate and efficient. 

 

 

Fig. 5. The typical result of the proposed diagnostic system for different cases. 

When the proposed system was applied in real-time, the results showed whether the person has FP, his age, and gender, as demonstrated in 

Figure 6. The proposed system also successfully detected the case of a healthy person without FP, along with his age and gender, as shown in 

Figure 7. 
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Fig. 6. Real-time diagnosis of the proposed system for a right FP patient with age and gender detection. 

 

 

Fig. 7. Real-time diagnosis of the proposed system for a normal person with age and gender detection. 

The confusion matrix is based on the actual classification and the expected classification, determined by the number of iterations. The two 

classifications, actual and expected, are represented by rows and columns in a cross table. The rows indicate the actual classification, while the 

columns indicate the classification expected by the proposed system [30]. Figure 8 shows the confusion matrix divided into three sections 

according to the classification of the test data. It consists of 3 rows and 3 columns, with each row and column representing one of the 

classifications of the test data. The data was either correctly classified or misclassified by the proposed system. The confusion matrix shows the 

actual value and the predicted value of the program, which classifies the values into an actual value (the real rating value) and a prediction value 

(predicted by the program). The program's prediction should be similar to the input values; when a positive or negative real value was entered 

in the training data, the program should predict the same value in the test data after completing the training process. In order for the model to 

be approved, the results must match the classification of the data stored in the program. The proposed system's accuracy, sensitivity, precision, 

specificity and F1 Score were 0.93.78, 1, 0.97, 0.8 and 0.984, respectively, with an error rate of 6.22. These results when using 20 % from total 

datasets and these results indicated that the proposed system has acceptable results with high diagnostic accuracy.  

 

Fig. 8. Real-time diagnosis of the proposed system for a normal person with age and gender detection. 

       The images used must have the same size, color, and extension to make it easier for the program to read them without any loss. The more 

data and clearer the images used, the higher the accuracy of the proposed system and the fewer losses in unreadable images from the proposed 

system. The typical result of high accuracy in the training process is clearly shown in Figure 9. The proposed system's accuracy reached 98% 

when using total datasets, indicating that it is an acceptable diagnostic system with few losses. The amount of loss in the training data was 2%, 

which indicates that the proposed system has low loss and high accuracy, as shown in Figure 10. 
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Fig. 9. The training and validation accuracy. 

 

 

Fig. 10. The training and validation loss. 

 

       It is possible to reduce losses further and increase accuracy by using higher-resolution images and removing low-resolution images. 

Although the proposed diagnostic system provided acceptable results for FP, age, and gender detection, there were some limitations, including 

consideration of subject movement, difficulty in differentiating between an impersonator of FP and an actual patient, and the challenge of 

diagnosis in the case of tilting the face or moving away from the camera. Additionally, general restrictions such as patient embarrassment and 

annoyance with imaging made it challenging to collect data for palsy patients. 

4. Conclusion 

       In this paper, an advanced and high-accuracy system was presented to detect FP that occurs on one side of the right or left face without the 

doctor needing a visual inspection. In the proposed system, FP, age, and gender were precisely detected in real-time based on CNN. The 

proposed system provided high accuracy in diagnosis, reaching 98% after training the collected data. The proposed system can be used by 

specialized staff in hospitals. In addition, it can be used in homes by the injured patients themselves without going to the hospital, thus reducing 

patient time, effort and cost. 

  

References 

1. Barbosa, J.; Lee, K.; Lee, S.; Lodhi, B.; Cho, J.-G.; Seo, W.-K.; Kang, J. Efficient quantitative assessment of facial paralysis using 

iris segmentation and active contour-based key points detection with hybrid classifier. BMC medical imaging 2016, 16, 1-18. 
https://link.springer.com/article/10.1186/s12880-016-0117-0 

2. Baugh, R.F.; Basura, G.J.; Ishii, L.E.; Schwartz, S.R.; Drumheller, C.M.; Burkholder, R.; Deckard, N.A.; Dawson, C.; Driscoll, C.; 

Gillespie, M.B. Clinical practice guideline: Bell’s palsy. Otolaryngology–Head and Neck Surgery 2013, 149, S1-S27. 
https://journals.sagepub.com/doi/full/10.1177/0194599813505967 



A. S. Amsalam et al., Electrical Engineering Technical Journal, Vol. 1, No. 1, 2024 

 

57 

3. Szczepura, A.; Holliday, N.; Neville, C.; Johnson, K.; Khan, A.J.K.; Oxford, S.W.; Nduka, C. Raising the digital profile of facial 

palsy: national surveys of patients’ and clinicians’ experiences of changing UK treatment pathways and views on the future role of 

digital technology. Journal of medical Internet research 2020, 22, e20406.  
               https://www.jmir.org/2020/10/e20406/ 

4. Ahmed, A. When is facial paralysis Bell palsy? Current diagnosis and treatment. Cleve Clin J Med 2005, 72, 398-401. 
https://doi.org/10.3949/ccjm.72.5.398 

5. Movahedian, B.; Ghafoornia, M.; Saadatnia, M.; Falahzadeh, A.; Fateh, A. Epidemiology of Bell’s palsy in Isfahan, Iran. 

Neurosciences Journal 2009, 14, 186-187.  
              https://pesquisa.bvsalud.org/portal/resource/pt/emr-92261 

6. Liu, X.; Wang, Y.; Luan, J. Facial paralysis detection in infrared thermal images using asymmetry analysis of temperature and texture 

features. Diagnostics 2021, 11, 2309. 

                https://doi.org/10.3390/diagnostics11122309 

7. Xia, Y.; Nduka, C.; Kannan, R.Y.; Pescarini, E.; Berner, J.E.; Yu, H. AFLFP: A database with annotated facial landmarks for facial 

palsy. IEEE Transactions on Computational Social Systems 2022, 10, 1975-1985.  
              DOI: 10.1109/TCSS.2022.3187622 

8. Haase, D.; Minnigerode, L.; Volk, G.F.; Denzler, J.; Guntinas-Lichius, O. Automated and objective action coding of facial expressions 

in patients with acute facial palsy. European Archives of Oto-Rhino-Laryngology 2015, 272, 1259-1267. 
https://link.springer.com/article/10.1007/s00405-014-3385-8 

9. Dong, J.; Ma, L.; Li, Q.; Wang, S.; Liu, L.-a.; Lin, Y.; Jian, M. An approach for quantitative evaluation of the degree of facial paralysis 

based on salient point detection. In Proceedings of the 2008 International Symposium on Intelligent Information Technology 

Application Workshops, 2008; pp. 483-486.  
              DOI: 10.1109/IITA.Workshops.2008.93 

10. Kim, J.; Jeong, H.; Cho, J.; Pak, C.; Oh, T.S.; Hong, J.P.; Kwon, S.; Yoo, J. Numerical approach to facial palsy using a novel 

registration method with 3D facial landmark. Sensors 2022, 22, 6636. 

                https://doi.org/10.3390/s22176636 

11. Azoulay, O.; Ater, Y.; Gersi, L.; Glassner, Y.; Bryt, O.; Halperin, D. Mobile application for diagnosis of facial palsy. In Proceedings 

of the Proc. 2nd Int. Conf. Mobile Inf. Technol. Med, 2014; pp. 1-4. 

12. Barbosa, J.; Lee, K.; Lee, S.; Lodhi, B.; Cho, J.-G.; Seo, W.-K.; Kang, J. Efficient quantitative assessment of facial paralysis using 

iris segmentation and active contour-based key points detection with hybrid classifier. BMC medical imaging 2016, 16, 1-18. 
https://link.springer.com/article/10.1186/s12880-016-0117-0 

13. Codari, M.; Pucciarelli, V.; Stangoni, F.; Zago, M.; Tarabbia, F.; Biglioli, F.; Sforza, C. Facial thirds–based evaluation of facial 

asymmetry using stereophotogrammetric devices: Application to facial palsy subjects. Journal of Cranio-Maxillofacial Surgery 2017, 

45, 76-81.  

                https://doi.org/10.1016/j.jcms.2016.11.003 

14. Storey, G.; Jiang, R.; Bouridane, A. Role for 2D image generated 3D face models in the rehabilitation of facial palsy. Healthcare 

technology letters 2017, 4, 145-148.  

                https://doi.org/10.1049/htl.2017.0023 

15. Storey, G.; Jiang, R.; Keogh, S.; Bouridane, A.; Li, C.-T. 3DPalsyNet: A facial palsy grading and motion recognition framework 

using fully 3D convolutional neural networks. IEEE access 2019, 7, 121655-121664.  
              DOI: 10.1109/ACCESS.2019.2937285 

16. Wang, T.; Zhang, S.; Liu, L.A.; Wu, G.; Dong, J. Automatic facial paralysis evaluation augmented by a cascaded encoder network 

structure. IEEE Access 2019, 7, 135621-135631. 

                DOI: 10.1109/ACCESS.2019.2942143 

17. Barbosa, J.; Seo, W.-K.; Kang, J. paraFaceTest: an ensemble of regression tree-based facial features extraction for efficient facial 

paralysis classification. BMC Medical Imaging 2019, 19, 1-14.  
              https://link.springer.com/article/10.1186/s12880-019-0330-8 

18. Jiang, C.; Wu, J.; Zhong, W.; Wei, M.; Tong, J.; Yu, H.; Wang, L. Automatic facial paralysis assessment via computational image 

analysis. Journal of Healthcare Engineering 2020, 2020, 2398542.  
              https://doi.org/10.1155/2020/2398542 

19. Barrios Dell'Olio, G.; Sra, M. Farapy: An augmented reality feedback system for facial paralysis using action unit intensity estimation. 

In Proceedings of the The 34th Annual ACM Symposium on User Interface Software and Technology, 2021; pp. 1027-1038. 
https://doi.org/10.1145/3472749.3474803 

20. Nguyen, D.-P.; Ho Ba Tho, M.-C.; Dao, T.-T. Enhanced facial expression recognition using 3D point sets and geometric deep 

learning. Medical & Biological Engineering & Computing 2021, 59, 1235-1244. 

                https://link.springer.com/article/10.1007/s11517-021-02383-1 

21. Parra-Dominguez, G.S.; Sanchez-Yanez, R.E.; Garcia-Capulin, C.H. Facial paralysis detection on images using key point analysis. 

Applied Sciences 2021, 11, 2435.   
              https://doi.org/10.3390/app11052435 

22. Chiesa-Estomba, C.M.; Echaniz, O.; Suarez, J.A.S.; González-García, J.A.; Larruscain, E.; Altuna, X.; Medela, A.; Graña, M. 

Machine learning models for predicting facial nerve palsy in parotid gland surgery for benign tumors. journal of surgical research 

2021, 262, 57-64.  
              https://doi.org/10.1016/j.jss.2020.12.053 

23. Amsalam, A.S.; Al-Naji, A.; Daeef, A.Y.; Chahl, J. Computer Vision System for Facial Palsy Detection. Journal of Techniques 2023, 

5, 44-51.  
              https://doi.org/10.51173/jt.v5i1.1133 

24. Amsalam, A.S.; Al-Naji, A.; Daeef, A.Y.; Chahl, J. Automatic facial palsy, age and gender detection using a raspberry pi. 

BioMedInformatics 2023, 3, 455-466.  
              https://doi.org/10.3390/biomedinformatics3020031 



A. S. Amsalam et al., Electrical Engineering Technical Journal, Vol. 1, No. 1, 2024 

 

58 

25. Amsalam, A.S.; Al-Naji, A.; Daeef, A.Y. Facial palsy detection using pre-trained deep learning models: A comparative study. In 

Proceedings of the AIP Conference Proceedings, 2024. 

                https://doi.org/10.1063/5.0209928 

26. Chandaliya, P.K.; Kumar, V.; Harjani, M.; Nain, N. Scdae: Ethnicity and gender alteration on clf and utkface dataset. In Proceedings 

of the International Conference on Computer Vision and Image Processing, 2019; pp. 294-306. 
https://link.springer.com/chapter/10.1007/978-981-15-4018-9_27 

27. Abayomi-Alli, O.O.; Damaševičius, R.; Maskeliūnas, R.; Misra, S. Few-shot learning with a novel voronoi tessellation-based image 

augmentation method for facial palsy detection. Electronics 2021, 10, 978. 

                https://doi.org/10.3390/electronics10080978 

28. Afridi, T.H.; Alam, A.; Khan, M.N.; Khan, J.; Lee, Y.-K. A multimodal memes classification: A survey and open research issues. In 

Proceedings of the Innovations in Smart Cities Applications Volume 4: The Proceedings of the 5th International Conference on Smart 

City Applications, 2021; pp. 1451-1466.  
              https://link.springer.com/chapter/10.1007/978-3-030-66840-2_109 

29. Codeluppi, L.; Venturelli, F.; Rossi, J.; Fasano, A.; Toschi, G.; Pacillo, F.; Cavallieri, F.; Giorgi Rossi, P.; Valzania, F. Facial palsy 

during the COVID‐19 pandemic. Brain and behavior 2021, 11, e01939.  

                https://doi.org/10.1002/brb3.1939 

30. Ansari, S.A.; Jerripothula, K.R.; Nagpal, P.; Mittal, A. Eye-focused Detection of Bell's Palsy in Videos. arXiv preprint 

arXiv:2201.11479 2022.  

                https://doi.org/10.48550/arXiv.2201.11479 

31. Saxena, K.; Khan, Z.; Singh, S. Diagnosis of diabetes mellitus using k nearest neighbor algorithm. International Journal of Computer 

Science Trends and Technology (IJCST) 2014, 2, 36-43. 

 


